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Flood Cloud v1.2 release notes
This document contains the following sections:

Flood Cloud user interface v1.2
Flood Cloud user interface v1.1
Flood Cloud user interface v1.0
Flood Cloud requirements

bl

1.0. Flood Cloud user interface v1.2
The following features and changes are implemented in Flood Cloud standalone interface v1.2;

1.1. Flood Cloud has been updated to be compatible with TUFLOW 2018-03-AE and Flood Modeller v4.6 (and HEC-RAS is
v5.07 - unchanged from v1.0).

1.2. Athird option is added for packaging TUFLOW models (i.e. TUFLOW only models and TUFLOW linked models; to
Flood Modeller 1D and/or ESTRY). This option is independent from TUFLOW in-built packaging functions. It should
provide greater reliability (and in some cases work faster) than these However, note that it requires a particular
model file/folder structure to be setup prior to starting your simulations (see user guide for details). This new
option is not set as the default option but can be selected in the Flood Cloud settings (TUFLOW tab).

5 Cloud setup - oI IER
Login Resources | Options | Workflow settings | Solvers | Tuflow
Default Tuflow solver type: Prepare models for Flood Cloud using:
(®) Single predision () My installed version of TUFLOW
() Double predsion (®) Flood Modeller version of TUFLOW

Do not take licence when packaaging Package models using:

Run in "no console™ mode (@) Standard copy method
'{::? TUFLOW model packager
Third Packaging () Folder upload

option added

1.3. Anoption has been added to allow TUFLOW models to run displaying the TUFLOW native progress window. Note
this option only applies when running models locally in test mode. TUFLOW models have been known to “hang”
waiting for a user interaction, the prompt for which is only displayed in the TUFLOW native progress window and
not in the Flood Modeller general simulation progress window. Thus, the option to display this window in test mode
enables users to identify more issues prior to uploading to the Flood Cloud (and wasting credits).
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&% Cloud setup -y x |

Login | Resources Cptions | Workflow settings | Solvers | Tuflow |
Job identifier:

[ "] Prompt for identifier when each job is submitted

Automatically download results

Default download folder (only used when correct location cannot be determined):

[ "] Show salver window when running simulations

New setting to help
Paling interval ms find TUFLOW model

issues when running in

Polling duration ms test mode

Save

The default setting in Flood Cloud is to not display the TUFLOW progress window. This setting can be changed
either in the Flood Cloud settings window (Options tab) or in the Flood Modeller main interface, in General Settings.

Note that activating this setting will also configure your linked test mode simulations to display a separate progress
window for the Flood Modeller 1D component of your model.

1.4. Packaging TUFLOW models, ready for cloud upload, can utilise the included TUFLOW packager or can be set to use
your local TUFLOW installation (if required and if this is a different version). The latter will require the appropriate
TUFLOW software to be present locally. The setting for this is accessed on the Flood Cloud settings window
(TUFLOW tab).

2% Cloud setup - o IER

Login Resources | Options | Workflow settings | Solvers | Tuflow |

Default Tuflow solver type: Prepare models for Flood Cloud using:
(®) Single precision () My installed version of TUFLOW
() Double precision (®) Flood Madeller version of TUFLOW

Do ot take licence when packaaging Package madels using:
Run in "no console”™ mode (@) Standard copy method
() TUFLOW model packager

() Folder upload

Note that this setting does not apply if you choose to package your TUFLOW models using the Folder upload
method.
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1.5. The TUFLOW packager included in the Flood Cloud installation has also been updated (to TUFLOW 2018-03-AE).

1.6. Flood Cloud has been enhanced to make it compatible with a wider range of TUFLOW (and HEC-RAS and Flood
Modeller) model scenarios, e.g. capturing additional input files referenced by the model.

2.0. Flood Cloud user interface v1.1
The following features are included in the Flood Cloud standalone interface v1.1:

2.1. Flood Cloud has been updated to be compatible with TUFLOW 2018-03-AD and Flood Modeller v4.5 (and HEC-RAS is
v5.03 - unchanged from v1.0).

2.2. The TUFLOW packager included in the Flood Cloud installation has also been updated (to TUFLOW 2018-03-AD).

2.3. Flood Cloud has been enhanced to make it compatible with a wider range of TUFLOW (and HEC-RAS and Flood
Modeller) model scenarios, e.g. capturing additional input files referenced by the model.

2.4. Settings interface modified with addition of a “Run in ‘no console’ mode” (see screenshot below - TUFLOW tab of
settings window). Check this option to make sure that any simulations on the cloud do not “hang” waiting for input
from the “user”.

1

=% Cloud setup - o I EB
Login | Fesources | Opbons | Wiorkflow settings l Solbvers [ Tuflomw

Default Tuflow solver type:
& Single precsion

Double predsion

Prepane models for Food Cloud using:
My instaled version of TUFLOW

%) Flood Modeler version of TURLOW

New setting added

3.0. Flood Cloud user interface v1.0
The following features are included in the Flood Cloud standalone interface v1.0:

3.1. Run modelsin the cloud via a standalone interface (separate and independent from the main Flood Modeller user
interface). Allows users to run Flood Modeller 1D, 2D, HEC-RAS and TUFLOW-only models, within Flood Cloud. This
can provide the following advantages:

e  Allows many simulations to be run concurrently.

e  Allows multiple (cloud) servers to be used to complete large batches of simulations. Running simulations
in parallel can deliver significant time savings compared to running simulations locally sequentially.

e  Frees up local computer resources for other tasks.
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3.2.

3.3.

3.4.

Run HEC-RAS models in Flood Cloud (compatible with HEC-RAS 1D, 1D-2D linked and 2D models). Note that users
are required to have HEC-RAS software installed locally as this will be used by Flood Cloud for the batching process
prior to uploading to the cloud space.

The compatible version of HEC-RAS is v5.03.

Run TUFLOW models in Flood Cloud. TUFLOW standalone simulations (2D only or 2D linked to 1D ESTRY) or
simulations linked to Flood Modeller 1D can be uploaded to Flood Cloud.

A TUFLOW packager (TUFLOW 2018-03-AB) is included in the Flood Cloud installation which means you can
package up and run TUFLOW models in the cloud without needing a local installation of TUFLOW. However, you
will require a licenced version of TUFLOW to be installed locally if you want to use the optional Flood Cloud test
functionality (detailed in point 7 below).

Flood Cloud simulations are set-up via a standalone interface accessed from your Programs list (or by browsing to
“C:\Program Files\Flood Modeller\Flood Cloud”).

This will display a new window in which you can specify a batch of models (note that each individual batch must all
be the same type of model).

= Flood Cloud H - A %
Sl EONONON = © ® & 6HO 00
Settings Save Addfron Remove Remove Select Deselect Testlocally Download Runselected Cancel  Detall. History — About  Help
file all all all results
Setup Simulations View Info [

Run | Simulation | Description | Solver #non-converged ‘ Mass error ‘ Progress Download Progress Status

3 [ Riverx_v1-QT_RP10-Defences_S... 1D / Tufiow 0 0% 0% 0% Mot started
[] | River¥_v1-QT_RP10-Defences_S... 1D/ Tuflow 0 0% 0% 0% Mot started
[]  RiverX_v1-QT_RP10-Defences_5... 1D [ Tufiow 0 0% 0% 0% Mot started
[]  RiverX_v1-QT_RP10-Defences_5... 1D [ Tufiow 0 0% 0% 0% Mot started
[ RiverX_v1-QT_RP10-Defences_S... 10 { Tufiow 0 0% 0% 0% Mot started
[ Riverx_v1-QT_RP10-Defences_S... 1D / Tufiow 0 0% 0% 0% Mot started
[ Riverx_v1-QT_RP50-Defences_S... 1D / Tufiow 0 0% 0% 0% Mot started
O RiverX_v1-QT_RP50-Defences_S... 10 [ Tufiow [] 0% 0% 0% Mot started
[] | RiverX_v1-QT_RP50-Defences_5... 1D [ Tufiow 0 0% 0% 0% Mot started
[ | RiverX_v1-QT_RP50-Defences_5... 1D [ Tufiow 0 0% 0% 0% Mot started
[ Riverx_v1-QT_RP50-Defences_S... 1D / Tufiow 0 0% 0% 0% Mot started
[ Riverx_v1-QT_RP50-Defences_S... 1D / Tufiow 0 0% 0% 0% Mot started
[] | River¥_v1-QT_RP100-Defences_... 1D/ Tuflow 0 0% 0% 0% Mot started
[] | River¥_v1-QT_RP100-Defences_... 1D [ Tufiow 0 0% 0% 0% Mot started
[] | River¥_v1-QT_RP100-Defences_... 1D [ Tufiow 0 0% 0% 0% Mot started
[l RiverX_v1-QT_RP100-Defences_... 10 { Tufiow 0 0% 0% 0% Mot started
[ Riverx_v1-QT_RP100-Defences_... 1D / Tufiow 0 0% 0% 0% Mot started
[ Riverx_v1-QT_RP100-Defences_... 1D / Tufiow 0 0% 0% 0% Mot started
O RiverX_v1-QT_RP200-Defences_... 10 [ Tufiow [] 0% 0% 0% Mot started
[] | River¥_v1-QT_RP200-Defences_... 1D [ Tufiow 0 0% 0% 0% Mot started
[] | River¥_v1-QT_RP200-Defences_... 1D [ Tufiow 0 0% 0% 0% Mot started

The Flood Cloud interface also allows you to interact with your cloud account. Settings to change include turning
on your cloud service (before a batch run), specifying the number of machines to use and reviewing your account
details.
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% Cloud setup Give each batch a unique name - so it is
easy to identify within the Cloud run
history.

| Logn I_Rgsouces| Options | Workflow settings |

Job identifier: You can tick the box to get Flood Cloud
MyBatch | to prompt for a new name for each

| Prompt for identifier when each job is submitted subsequent new batch.

/| Automatically download results

Default download folder (only used when corr tion cannot be determined):

C:WMyModels\Simulations N el
You can instruct Flood Cloud to
Polling interval
i automatically download your results.
Polling duration | 2000
:l " If no valid results folder can be
e identified for a simulation, then results
will go to your specified default folder.

3.5. After starting a cloud simulation, the progress of each simulation in a batch can be monitored, with the interface
displaying details of each simulation as shown below:

1
Flood Cloud

= [ ¢
= ORO) ® 54O
Settngs  Save Addfrom Addfrom Remove Remove Select Desslect Download Runselected Cancel  Dewl. History
project  file al al al resuits
Setup Simulatons View
Run | Smulaton | Desaription [ solver [ #non-converged Mass error [ Progress Download Progress Status
gase1 Q100 Base roughness with Q100 B 2 .73+ [ B 12% Finished ~
Base1 Q150 Biase roughness with Q150 1D 10 1.76% [ 0% Finished
Base1 Q200 Base roughness with Q200 1 1 175% 0% started
Basel Q250 Biase roughness with Q150 D 10 2.43% [ 0% Finished
v Roughos0_Q100 80% roughness with Q100 1 0 0.3 [ 0% Finished o
Basel_Q100 o x || Basel_Q150 o x || Basel_Q200 o x || Basel_Q250 o x || Rough080_Q100
Total Flaws Total Flaws Totsl Flaws Total Flaws Total Flaws
400
200 300 200 -
4m
200 -
100 - 200 556 1m0 -
100 - ]
0 L 0 LB 0
Variables | output Variables | output | Variables | output Varisbles | oumut Variebles | output
Times -l A Times -l A Times -lA Times - A Times
Elapsed 00:00:24 Elapsed 00:00:24 Elapsed 00:00:34 Elapsed 00:00:24 i Elapsed 00:00:24
Est. Remaining  00:00:00 Est. Remaining  00:00:00 Est. Remaining  00:00:08 Est. Remaining  00:00:00 Est. Remaining  00:00:00
Est. finish 16:15:36 Est. finish 1611535 Est. finish 16:15:53 Est. finish 16:15:36 Est. finish 1611535
Simulated 140:00:00 Simulated 140:00:00 Simulated 193:05:00 Smulated 140:00:00 Smulated 140:00:00
Timestep » Timestep E Timestep E Timestep » Timestep »
Start tme Ohrs Start time Ohrs Start time Ohrs Start tme Ohrs Start time Ohes
End tme 140hrs End tme 140hrs End tme 240hre End tme 140 hrs End tme 140hrs
Values - Values - Values B Values - Values
[ i [ > [ s [ A [
e e i [

<

3.6. Afeature of Flood Cloud is that you can close the Flood Cloud interface while you have an active batch of cloud
simulations running. When you return to the software, you can reload the current batch, or “job”, by clicking the
History button on the Flood Cloud toolbar. This will display a new window listing all recent jobs run under the
currently logged in account.

<& Flood Cloud gacobs

www.flood-cloud.com © 2020 Jacobs



Release notes
.

| % Fiood Cloud Job History - oI El
d | Identifier \ Job type 7| No of Simulations | Min Cores | Max Cores | Jobs Per Node | Start time End time Duration User Name Status |
13568 Simulation batch 0 5 1 20170308 17:06:18  201703-08 17:06:20 | 00.00:00:02 WicksIM running A
y| 1364 Simulation batch 0 5 1 20170308 15:45:47  2017-03-08 15:53:38  00.00:07:51 WicksIM ok
13562 Simulation batch 0 5 120170308 15:2%:08 20170308 15:32:46 | 00.00:05:37 GriceDB ok
13560 Simulation batch 0 0 s 1 2017-03-08 14:45:55  2017-03-08 14:45:58 | 00.00:00:04 HoneywilRs error
13558 Simulation batch 1 0 5 1 20170308 143933 20170308 14:39:42 | 00.00:05:09 HoneywilRs ok
13550 Simulation batch 1 0 5 120170308 141152 | 20170308 14:15:30 | 00.00:03:37 HoneywilRs ok
13548 Simulation batch 15 0 5 120170308 14:00:41  2017-03-08 1410:38 | 00.00:08:56 HoneywilRs ok
13546 Simulation batch 15 0 5 120170308 13:41:12 | 2017-03-08 13:43:44 | 00.00:08:31 HoneywilRs ok
13544 Simulation batch 5 0 5 120170308 13:26:24 | 20170308 13:35:08 | 00.00:08:44 GriceDB ok
13540 Simulation batch 15 0 5 1 20170308 13:08:24 20170308 131421 | 00.00:05:56 HoneywilRs ok
13538 Simulztion batch 1 0 0 120170308 12:05:31 20170308 13:07:21 | 00.00:01:50 HoneywilRs deleted
135% Simulation batch 5 0 0 120170308 1132136 20170308 113411 | 00.00:01:35 GriceDB ok
13534 Simulation batch 5 0 5 120170308 111426 2017-03-08 11:21:04 | 00.00:06:38 GriceDB ok
13532 Simulation batch 15 0 5 1 20170308 10:46:15  201703-08 10:49:56 | 00.00:03:41 HoneywilRs ok
13530 Simulation batch 15 0 5 120170308 10:32:12 | 20170308 10:4410 | 00.00:11:57 HoneywilRs ok
13524 Simulation batch 25 0 5 1 201703-0809:4%05  2017-03-0809:53:15 | 00.00:0%:09 WicksIM ok
] 13478 Simulation batch 1 0 4 120170307 131415 2017-03-07 13:17:53 | 00.00:06:38 HoneywilRs ok
| 13460 Simulation batch 5 0 4 120170307 1L:35:41 | 2017-03-07 11:42:07 | 00.00:06:25 CrowderR ok
13458 Simulation batch 5 0 4 120170307 112542 | 20170307 11:32:20 | 00.00:06:37 CrowderR ok
13452 Simulation batch 5 0 4 120170307 11:00:47 | 20170307 11:09:28 | 00.00:08:42 CrowderR ok
13450 Simulation batch 1 0 1 1 201703-0708:5638  2017-03-0709:08:31 | 00.00:16:53 315042100 ok
13448 etz tinm hatrh i n i 1M1 70207 083217 M ATNTNT NR-ANNA LGN 1ENA 1NN e hd
[3¢] [V Do type) = simulation batch' [Edit Fitter |
Show jobs from...
_) All time _Jlastmonth (@) Lastweek () Last 24 hours

3.7. Flood Cloud includes a test functionality, enabling you to test your specified simulations are configured correctly
and will be able to start running in the cloud. Running a test will save you from wasting Flood Cloud credits on
simulations that are configured incorrectly.

Note this test will not ascertain whether simulations will remain stable and run to completion - it is checking
whether all the model files are available.

To use the test functionality, you must have the relevant modelling software installed locally (as this is where the

tests will be run, i.e. not in the cloud):

a)

For HEC-RAS simulations HEC-RAS v5.03 must be installed locally

Any version of TUFLOW should enable the test functionality in Flood Cloud, provided an appropriate TUFLOW
licence is also present.

For testing of Flood Modeller simulations (1D only, 2D only or 1D - TUFLOW linked) Flood Modeller v4.4 or v4.3
must be installed. If your simulations exceed the restrictions for Free mode you will also need a Flood Modeller
Pro licence. Earlier versions of Flood Modeller will not work with Flood Cloud.

4.0. Flood Cloud requirements

The following are required on your system in order to run Flood Cloud v1.2:

4.1. .Net Framework v4.6 or later (note this is included within the Flood Cloud installer and so should be added to your
system automatically if not already there)

4.2. Aninternet connection is required, preferably high-speed, as data will be uploaded and downloaded.

4.3. HEC-RAS v5.07 installed locally (for running HEC-RAS only, either running in the cloud or locally in test mode)

4.4. Test mode in Flood Cloud will require Flood Modeller to be installed locally, preferably v4.6 (as this works
irrespective of any licence being present).

Versions of Flood Modeller earlier than v4.3 will not work with Flood Cloud (versions 4.3 to 4.5 work with Flood
Cloud test mode, but with differing licence requirements - contact Flood Modeller Support for details.
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